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OFFICIAL 

Submission 

The office of the National Health Practitioner Ombudsman (NHPO) is pleased to provide this 

submission in response to the Australian Health Practitioner Regulation Agency’s (Ahpra) public 

consultation on its draft data strategy. 

The NHPO champion fairness through investigating complaints, facilitating resolutions and making 

recommendations to improve the regulation of Australia’s registered health practitioners. Its primary 

role is to oversight bodies in the National Registration and Accreditation Scheme (National Scheme), 

including Ahpra and the 15 National Health Practitioner Boards. 

The NHPO recognises the importance of ensuring the data Ahpra collects, uses and holds supports its 

primary objective of protecting the public, while ensuring it complies with the confidentiality and 

privacy requirements of the Health Practitioner Regulation National Law (the National Law), the 

Privacy Act 1988 (Cth) (the Privacy Act) and other relevant legislation. 

This submission is largely based on the information the NHPO has received and considered as part of 

its complaints handling work, including complaints to both the National Health Practitioner 

Ombudsman and the National Health Practitioner Privacy Commissioner. The NHPO also draws on 

the Commissioner’s role in receiving notifications from Ahpra of eligible data breaches under the 

Notifiable Data Breaches Scheme and oversighting Ahpra’s plan to comply with the Information 

Publication Scheme. 

Due to the nature of the NHPO’s role in the National Scheme, this submission focusses on 

considering and providing suggestions related to good and lawful administrative decision-making. 

This includes a focus on ensuring that Ahpra’s data strategy appropriately considers relevant privacy 

and information security requirements, and the principles of transparency and accountability. 

Determining the current state 

The draft strategy’s remit is broad. The consultation paper states that it is a: 

… ‘high level’ guiding framework to inform how we [Ahpra] use and share the data we collect and 

hold. It focuses on how we use our data internally, as well as how we share data externally. It does 

not include the plan for implementing the strategy, which is subject to finalising the strategy. 

The development of a successful data strategy is predicated on Ahpra ensuring it has a thorough 

understanding of its current state and capabilities regarding data and information management. The 

NHPO found that the consultation paper did not provide significant detail regarding the data Ahpra 

currently collects, uses and discloses or in-depth analysis regarding its current approach to data or 

information management. Audits of information that is currently collected, and analysis of existing 

data sharing arrangements, provide necessary context for the development of a realistic and relevant 

data strategy. 







 

GPO Box 2630 
Melbourne VIC 3001 

T 1300 795 265 
E complaints@nhpo.gov.au nhpo.gov.au 

 

Privacy Impact Assessments 

The first step to ensuring good privacy practices are built in is to identify how privacy may be 

affected through a privacy impact assessment (PIA). A PIA would involve identifying the impact that 

Ahpra’s proposed actions may have on individuals’ privacy to make recommendations for how to 

manage, minimise and eliminate those impacts.5 The NHPO acknowledges that Ahpra’s privacy policy 

similarly states that PIAs are undertaken to ensure projects comply with it. Given the significance of 

any changes to Ahpra’s approach to managing data, the NHPO suggests that the data strategy should 

be accompanied by a PIA. 

In addition, the NHPO suggests that a PIA will be necessary for any future projects Ahpra intends to 

undertake as part of the data strategy’s action plan. Conducting PIAs for each individual project could 

result in Ahpra adopting simple actions to address potential privacy risks, such as deidentifying data 

prior to disclosure where appropriate.6 The NHPO suggests that including the PIA in consultation 

documents may also assist those considering the proposed changes to better understand how Ahpra 

seeks to comply with its legislative requirements.  

As outlined by the OAIC, there may also be benefits in seeking an independent review of the PIA. The 

NHPO suggests this is particularly important given the significance of potential changes to Ahpra’s 

data use related to the data strategy. An independent review can help ensure the PIA is 

comprehensive and the recommendations are evidence-based and effectively implemented. 

Collection statements/privacy notice 

APP 5 requires Ahpra to take reasonable steps when collecting personal information about an 

individual to notify them or make them aware of: 

• its name and contact details 

• the fact and circumstances of collection 

• whether the collection is required or authorised by law 

• the purposes of collection 

• the consequences if personal information is not collected 

• the usual disclosures of personal information of the kind collected by the entity 

• information about its Privacy Policy 

• whether it is likely to disclose personal information to overseas recipients, and if practicable, the 

countries where they are located.7 

The NHPO suggests that close attention is paid to whether Ahpra’s existing collection statements or 

privacy notices would need to be updated in light of any changes suggested through consultation on 

the draft data strategy. 

 
5 Ibid. 

6 Successfully deidentified data is no longer defined as personal information under the Privacy Act. 

7 OAIC, Chapter 5: APP 5 – Notification of the collection of personal information. Accessed January 2023: 

www.oaic.gov.au/privacy/privacy-for-organisations/privacy-by-design 
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• believe publishing conditions on the register is punitive 

• do not agree with the Board’s decision to impose the conditions and then publish those 

conditions 

• believe conditions related to a practitioner’s health should not be published 

• believe conditions should not be published if a Tribunal is involved and has not yet made a 

decision. 

The NHPO understands why health practitioners may be concerned or feel uncomfortable with the 

publishing of conditions on the register. The NHPO recognises that health practitioners may believe 

that publishing this information can affect their careers and how patients engage with them.  

However, it is clearly the intention of the National Law that conditions which have been imposed on 

the practitioner’s registration are published on the register.12 The National Law is clear that public 

interest concerns are of paramount importance when considering which information should be 

recorded on the register. The NHPO agrees that the public interest is served by making this 

information available to the public.  

It is important, however, that practitioners who believe that the conditions published relate to a 

health impairment have the opportunity to raise these concerns with Ahpra and the Boards, and that 

this information is considered in line with the National Law. Similarly, practitioners must be provided 

with the opportunity to inform the relevant National Board if they believe there is evidence that 

publication may not be in the public interest or may present a serious risk to the health and safety of 

a practitioner, their family or their associates.  

Privacy 

The NHPO has heard from some practitioners that certain information should not be provided on the 

register to protect their privacy. For example, one practitioner was concerned that they were 

contacted by a third party which had accessed their information through the register. Another 

practitioner proactively sought to remove certain identifying information from the register because 

of a third party’s data breach involving their personal information.  

The NHPO has welcomed the recent amendment to the National Law which provides greater 

discretion for the Boards to exclude information from the register that may present a serious risk to 

the health and safety of a practitioner, their family or their associates. This amendment provides a 

mechanism for health practitioners to raise concerns about their privacy as it relates to safety.  

However, the NHPO suggests that careful consideration should be given to the public interest when 

deciding whether to not publish certain information on the public register. Any decision to exclude 

information from the public register should consider both risks to the health and safety of a 

practitioner, their family and their associates, and the overall purpose of the public register (and the 

National Scheme): to protect the public and ensure patient safety. 

 
12 See section 225(K) and 226 of the National Law. There are some circumstances where the Board may decide not to 

record information on the register, including if the practitioner has an impairment. 
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other relevant visualisation tools.13 Other regulatory bodies have taken similar steps to ensure 

deidentified data sets are made publicly available. For example, the Australian Financial Complaints 

Authority (AFCA)’s data cube houses visualisations of its complaints data. Individuals can easily 

access information based on common searches, such as by location, firm or product.14 

Although Ahpra does currently publish information about its regulatory functions, this information is 

often contained in published documents, such as annual or performance reports. The NHPO 

therefore suggests that further consideration is given to how to make Ahpra’s deidentified data sets 

more accessible and available to the public. 

Access to unpublished data sets 

The NHPO notes the recent introduction of the Data Availability and Transparency Act 2022 (Cth) 

(the Data Act) in April 2022. The Data Act established the DATA Scheme which seeks to increase the 

availability and use of Australian Government data to deliver government services, inform 

government policies and programs, and support research and development.15 The Data Act does not 

override the Privacy Act, instead it seeks to ensure data sharing is consistent with it. In line with the 

objectives of the DATA Scheme, the Office of the National Data Commissioner (ONDC) manages a 

whole of government platform, Dataplace, to: 

• facilitate data requests to an Australian Government agency (data custodians) 

• help Australian Government agencies manage requests and data sharing agreements 

• accredit organisations as a data user or data service provider 

• publicly report on Australian Government data sharing activities.16 

The NHPO suggests that Ahpra may wish to consider the objectives of the Data Act and the DATA 

Scheme in relation to the availability of data regarding the work of the regulator, National Boards 

and accreditation organisations. In addition, Ahpra may wish to consider the function of Dataplace, 

and whether it may be suitable for data exchange purposes. 

The NHPO notes that Ahpra currently has a process for individuals or organisations to request 

information and it also maintains formal research partnerships. Ahpra’s website notes that the 

release of data or information is at the discretion of Ahpra’s CEO or their delegate. However, the 

NHPO suggests that the assessment process for considering these requests currently lacks rigour. 

Ahpra’s website outlines that in addition to consideration of its legislative requirements and staff 

availability, it will also assess the: 

• quality, accessibility and suitability of the data requested 

• purpose for which it is requested 

 
13 Australian Government. Data.gov.au. Accessed January 2023: www.data.gov.au   

14 AFCA. AFCA Datacube. Accessed January 2023: www.data.afca.org.au   

15 Office of the National Data Commissioner. Introducing the DATA Scheme. Accessed January 2023: 

www.datacommissioner.gov.au/the-data-scheme  

16 Australian Government. Dataplace. Accessed January 2023: www.dataplace.gov.au  
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Algorithmic bias 

There are ongoing concerns that the use of advanced analytics, such as machine learning, can 

reproduce or intensify biases or existing structural inequalities. According to the AHRC: 

The problem of ‘algorithmic bias’ can arise where an AI-informed decision-making tool produces 

outputs that result in unfairness. Often this is caused by some forms of statistical bias. Algorithmic 

bias has arisen in AI-informed decision making in the criminal justice system, advertising, 

recruitment, healthcare, policing and elsewhere.22 

In these instances, the training data can skew the results of machine learning. This may be due to: 

• bias in historic decisions that impact on the data 

• bias in historic ‘facts’ 

• overrepresentation or underrepresentation of particular populations 

• feedback loops, where the data collected is affected by decisions influenced by machine 

learning.23 

The NHPO notes that concerns regarding algorithmic bias apply, in particular, to the analysis of the 

notifications-related data Ahpra holds. For example, in response to a commissioned independent 

review into the use of chaperones,24 and the Final Report of the Australian Government’s Royal 

Commission into Institutional Responses to Child Sexual Abuse,25 Ahpra and the MBA implemented a 

range of changes in how sexual boundary violations are handled within the regulatory system. 

Evidence of this is clear from more recent data regarding medical sexual boundary notifications. For 

example, in the first two years following implementation of these changes: 

• the rate of notifications resulting in no further action decreased from 71 per cent to 60.2 per cent 

• the rate of referral of notifications to independent panels and tribunals increased from 7.4 per 

cent of all cases to 17.3 per cent.26 

It is clear that shifts in policies, processes and cultural changes can affect how data is interpreted and 

considered, as well as the types of historic facts which may have been documented or the number of 

concerns raised by a particular group of people. The inherent biases of Ahpra’s historical data sets 

related to notifications could unintentionally build in biases that the regulator seeks to avoid. 

 
22 Ibid. 

23 Australasian Institute of Judicial Administration, AI Decision-Making and the Courts. A guide for Judges, Tribunal 

Members and Court Administrators, 2022. See ‘Things to consider – questions for those considering the use of IA systems in 

courts, tribunals and registries.’  

24 Paterson, Ron, Independent review of the use of chaperones to protect patients in Australia, February 2017. 

25 Commonwealth of Australia, Final Report of the Australian Government’s Royal Commission into Institutional Responses 

to Child Sexual Abuse, 2017. 

26 Christine Gee, Anne Tonkin, Sharon Gaby, Veronika, Sarah Anderson, Matthew Hardy, Martin Fletcher, Responding to 

Sexual Boundary Notifications: The Evolving Regulatory Approach in Australia, Journal of Medical Regulation, 2021, 107 (2) 

pp 25–31. 
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Impacts on regulatory principles and risk-based assessments 

The NSW Ombudsman provides a summary of how machine technology can affect four of the key 

requirements of administrative law for good decision making: proper authorisation, appropriate 

procedures, appropriate assessment and adequate documentation. Similarly, the Australasian 

Institute of Judicial Administration’s (AIJA) guide on AI Decision-Making and the Courts has closely 

examined how AI tools are being using in Courts, and the impact of these tools on core judicial 

values, namely: open justice, judicial accountability, impartiality and equity before the law, 

procedural fairness, access to justice and efficiency. The benefits and disadvantages discussed in 

these guides, and their resulting suggestions, are relevant to the regulatory environment given the 

significant overlap with the regulator’s core values and activities.  

The risk-based nature of Ahpra’s assessments also raises concerns about the use of predictive data 

based on machine learning. For example, as articulated by the University of Newcastle’s Centre for 

Law and Social Justice, there is a risk of overgeneralisation in machine-learning algorithms because 

they become too attuned to the “idiosyncrasies or biases in the training set” and therefore cannot 

predict future novel scenarios or deal with the diversity of future cases.27 There is also a risk of 

greater unpredictability in decision-making because of decision-makers’ ‘automation bias’ or’ ‘under 

trust’ in the algorithm. For example, a person may believe the algorithm “despite contradictory 

evidence or a clearly unfair result.” Alternatively, the person may not want to accept the algorithm’s 

recommendations.28 

The NHPO suggests that the consideration of these issues, and human rights more broadly, is critical 

for the development of Ahpra’s data strategy. The NHPO suggests that the recommendations made 

by the Human Rights Commission in its report, and other relevant guidance referenced, should be 

considered in developing any approach that involves the use of advanced analytics. Most notably, 

this includes requirements to: 

• test machine technology-informed decision making prior to using it 

• notify individuals if machine technology is used in decision-making 

• ensure individuals affected by a machine technology-informed decision are: 

– given reasons for the decision 

– offered complaint or appeal mechanisms 

• monitor machine technology-informed decision making as it operates 

• provide information about how services can be accessed by people with disability. 

The NHPO also suggests that Ahpra consider the role of human rights impact assessments as part of 

its data strategy alongside the consultation requirements outlined in the National Law, and other 

relevant legislative requirements.  

 
27 Centre for Law and Social Justice, University of Newcastle, Briefing paper – Technology and Justice Intersections. 

Accessed January 2023: www.newcastle.edu.au/__data/assets/pdf_file/0006/789927/Tania-Sourdin-Technology-and-

Justice-Intersections.pdf 

28 Ibid. 






